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Notice

The information and descriptions contained herein embody confidential and proprietary
information that is the property of RIFT, Inc. Such information and descriptions may not
be copied, reproduced, disclosed to others, published or used, in whole or in part, for
any purpose other than that for which it is being made available without the express
prior written permission of RIFT, Inc.

Nothing contained herein shall be considered a commitment by RIFT to develop or
deliver such functionality at any time. RIFT reserves the right to change, modify, or
delete any item(s) at any time for any reason.
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RIFT.ware 8.1.0 Release Notes

This guide describes the RIFT.ware 8.1.0 release, including new features, fixed and
known issues, with their workarounds.
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New and Changed Features for 8.1.0

RIFT.ware version 8.1.0 introduces enhancements to improve management.

Feature PFR and JIRAs
Import and Export support for ETSI GS PFR-610
NFV-SOL 001 and SOL 007 NSD and NS
Packages
Launchpad Ul Enhancements PFR-622
e Quota widget on Accounts Page RIFT-25956
and Instantiation Card RIFT-24790

o Redesign NS
Viewport/History/Progress
e RIFT Usability Improvement

Life Cycle Management Scaling RIFT-26110

Enhancements

Platform Improvements for Scalability RIFT-26139
RIFT-28342

Retry and Rollback support for SOL 005 RIFT-28291

Support for Kubernetes as a VIM (Beta) PFR-553
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Configuration Manager Enhancements for CNFD

In this release, the rw-config-util python3 module is updated to handle CNF related data
for configuration scripts. See Configuration Manager Enhancements for the entire rw-
config-util python3 module. This module provides a standard interface for all
configuration scripts.

Added the module rwconfigutil.cnf and updated the module rwconfigutil.main in this
release.

module rwconfigutil.cnf
This API handles the CNFR section of the input file.

Classes
Class Cnf

class Cp(log, input_dict, cnfr_id=None)
Class to manage CNF related data.

Ancestors (in MRO)
o rwconfigutil.base.BaseSection

Instance variables
Variable datacenter
str: Name of the datacenter where this CNF is deployed.
Variable member_id
str: Member id of this CNF in the NSD.
Variable mgmt_interface
list: mgmt_interface list for all services belonging to this CNF.
Variable name
str: Name of this CNF.
Methods
Method get_mgmt_ip_list
def get mgmt ip list(self, svc name, exact match=False)
list: management IPs for a given service.

Args
svc_name : str Service name to match.
exact_match (bool, optional) - Whether to do an exact match or check if
name is in the service name. Default is false.
Returns
list of management IPs for the given service
Methods
Method get_mgmt_port
def get mgmt port(self, svc name, exact match=False)
© 2020 RIFT, Inc. Page 6 of 59
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int: management port for a given service.

Args
svCc_name : str Service name to match.
exact_match (bool, optional) - Whether to do an exact match or check if
name is in the service name. Default is false.

Returns

int: management port for the given service
module rwconfigutil.main

This is the main module for the RIFT configuration utility. The class is ConfigUtil. This
module can be run from the command line by providing an input file.

Functions

Function main
def main (args=None)

Helper function to run this utility from the command line.
Classes
Class ConfigUtil

class ConfigUtil(input_dict=None, input_file=None, log=None,
debug=False)

Configuration utility to parse the input for configuration script during NS
LCM event.

Constructor for the ConfigUtil

Args
input_dict : dict, optional
Input for the config as a script.

input_file : dict, optional
Input file for the config.

log : logging.logger, optional
Pass the logger to use. If None, default logger used.

debug : str,optional
Enable debug logs in the stderr. Default is off.

Either input_dict or input_file should be provided.

Instance variables
Variable affected_cnfs
list of Cnf: Returns the list of affected CNFs.
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The affected CNFs are the CNFS which got added or
removed as part of the LCM event; for scale, it provides
the list of CNFs being added or deleted.
Variable affected_vnfs
list of Vnf: Returns the list of affected VNFs.
The affected VNFs are the VNFS which got added or
removed as part of the LCM event In case of VNF initial
config, this provides the VNF that is being configured, for
scale, it provides the list of VNFs being added or deleted.
Variable cnfs
list of Cnf: Returns the list of CNFs.
Variable config_agent
ConfigAgent: Returns the config agent section of the input.
Variable Icm
Lcm: Returns LCM section of the input.
Variable log
logging.Logger - Get the logger being used.
Variable log_file
str - Get the log filename, if available.
Variable ns_name
str: Returns the name for the NS.
Variable nsr_id
str: Returns the id for the NSR.
Variable other_cnfs
list of Cnf: Returns the list of the other CNFs which are not
affected by the LCM.
Variable other_vnfs
list of Vnf: Returns the list of the other VNFs which are not
affected by the LCM.
Variable parameters
list of Parameter: Returns the parameters section of the
input.
Variable script_logger
logging.Logger - Get the logger to be used by invoking
script.
Variable util_logger
generic logger for rw-config-util.
Variable vnfs
list of Vnf: Returns list of all VNFs.

Methods

© 2020 RIFT, Inc.

Method get_asset_path
def get asset path(self, filepath)

Get the path to the asset.
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filepath : str

File path relative to the script.
Returns

str

Absolute path to the asset.
Raises

ValueError
If the absolute path is not under the script directory.

Method get_cnf by member_id
def get cnf by member id(self, member id,
affected only=False)

Get the first CNF matching the member id.

Args
member id : str
member id to match.
affected_only : bool, optional
Search in affected CNFs list or all CNFs. Default false,
search in all CNFs. Name to match.
Returns

Cnf: CNF matching the member id.

Method get_vnf by name
def get cnf by name (self, name, exact match=True,
affected only=False)

Get the first of CNF matching the name.
Args
name : str Name to match.

exact_match : bool, optional

Whether to do an exact match or check if name is in the
CNF name. Default is

true, do exact match.

affected_only : bool, optional
Search in affected CNFs list or all CNFs. Default false,
search in all CNFs.

Returns

Cnf: CNF matching the name.
Method get_cnfs_by _member_id
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def get cnfs by member id(self, member id,
affected only=False)

Get the first CNFs matching the member id.

Args
member id : str
member id to match.
affected_only : bool, optional
Search in affected CNFs list or all CNFs. Default false,
search in all CNFs.
Returns

list of rwconfigutil.cnf.Cnf: CNFs matching the member id.

Method get_cnfs_by_name

def get cnfs by name(self, name, affected only=False)
Get the list of CNFs containing the name.

Args

name : str Name to match.

affected_only : bool, optional
Search in affected CNFs list or all CNFs. Default is False,
i.e., search in all CNFs.

Returns

List of Cnf: CNF matching the name.

Method get_vnf by member_id
def get vnf by member id(self, member id,
affected only=False)

Get the first VNF matching the member id.

Args
member id : int
member id to match.
affected_only : bool, optional
Search in affected VNFs list or all VNFs. Default false,
search in all VNFs.
Returns

Vnf: VNF matching the member id.id

Method get_vnf by name
def get vnf by name (self, name, exact match=True,
affected only=False)

Get the first VNF matching the name.
Args
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name : str
Name to match.

exact_match : bool, optional
Whether to do an exact match or check if name is in the
VNF name. Default is true, do exact match.

affected_only : bool, optional
Search in affected VNFs list or all VNFs. Default false,
search in all VNFs.

Returns
Vnf: VNF matching the name.

Method get_vnfs by name

def get vnfs by name(self, name, affected only=False)
Get the list of VNFs containing the name.

Args

name : str

Name to match

affected_only : bool, optional
Search in affected VNFs list or all VNFs. Default is False,
i.e., search in all VNFs.

Returns

list of Vnf: VNF matching the name
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Import and Export support for ETSI GS NFV-SOL 001 and SOL 007
NSD and NS Packages

RIFT.ware now supports exporting and importing NSD ETSI SOL 001 and SOL 007
packages.

e Import an NSD ETSI SOL 001 and SOL 007 package
e Export an NSD ETSI SOL 001 and SOL 007 package

SOL 001 specifies the data model of NSD/VNFD using the TOSCA Simple Profile in YAML.
SOL 007 specifies the structure of the Network Service Descriptor (NSD) file archive and
the naming conventions for the different files it contains. The supported version is 2.6.1.

If you attempt to export a package from an OSM model, then features like scale,
monitoring parameters, vnffgd and dependencies will not be transferred.

Import an NSD ETSI SOL 001 and SOL 007 package

On the Launchpad menu, go to the CATALOG page. Click the onboard a catalog package
icon % to onboard a descriptor package.

See the Onboarding Tutorial section.

Export an NSD ETSI SOL 001 and SOL 007 package
1. On the Launchpad menu, click CATALOG and select the appropriate network

service descriptor from the catalog and click the = icon.
2. Click # Export,

NSD CATALOG

’ M Selected1item =

NAME

i W, Copy == Create Service i Delete
W

The EXPORT SERVICE screen appears.

3. Customize how you want to export the package. Choose YES in the INCLUDE
REIVSION LOG option to export the package.

e INCLUDE REVISION LOG: NO or YES

e LOCAL DISK USE GRAMMAR: Extended OSM R3 or ETSI SOL001. Choose ETSI
SOLO001 to export an NSD ETSI SOL 001 or SOL 007 package.

e INCLUDE IMAGES: NO or YES

© 2020 RIFT, Inc. Page 12 of 59
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4, Click EXPORT to export the descriptor.

EXPORT PACKAGE

EXPORT PING_PONG_NSD

INCLUDE REVISION LOG
NO @ YES

D LOCAL DISK

USE GRAMMAR
Extended OSM R3 = ETSI SOL001 ©

INCLUDE IMAGES
NO @ YES

EXPORT CANCEL

After clicking export, the Job Tracker displays the copied package.

NSD CATALOG

JOB TRACKER {

M, Export ping_pong_nsd (v1.0)
Download Package

5. Click Download Package and choose the way that you’d like to open the
exported package.

@ Opening ping_pong_nsd_1.0.tar.gz

You have chosen to open:
i ping_pong_nsd__1.0.tar.gz

which is: gzip compressed archive (6.4 KB)
from: https:/{10.64.213.1:8443

What should Firefox do with this file?
. Open with  Archive Utility (default) | <]

Sawve File

Do this automatically for files like this from now on.

Cancel

6. Click OK to open the zip file and the Downloads folder opens.
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The exported catalog item is saved to your default download location with the
following filename convention: ChangelLog.txt.

¥ [ ping_pong_nsd_1.0
k| ] Definitions
¥ | ] Files
¢ | icons
¢ || Licenses
» [ ns_config
» [ 7] Tests

nina nann ned mi

7. Open the Changelog.txt file. The file displays any modifications that you made to
the file.
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Launchpad Enhancements

In this release, the Launchpad Ul has been restructured to be more efficient and useful
to each individual operator. There are a variety of updates to many different sections of
the Ul including the following menus:

e HOMETab
e SERVICES Tab
o VIEWPORT Tab Changes
o Other VIEWPORT Tab Changes
o New HISTORY Tab
o New Deployment Section
e CONNECTORS Tab
e CATALOG Tab
e DATACENTERS Tab
o QUOTA Tab Changes
o AUDIT Tab Changes

HOME Tab

This release includes enhancements to the Network Services widget on the HOME
Dashboard. The Terminated phase is now captured in this section.

Network Services 2
2 RUNNING 0 FAILED 0 TERMINATED
O TERMINATING O INSTANTIATING 0 CREATED

The Nats (a component of Launchpad) statistics now appear on the HOME dashboard.
The statistics include:
e Uptime
e Connection Count
e Message Received Count
e Message Received Bytes
e Slow Consumers
e Memory Size
e Subscription Count
e Message Sent Count
e Message Sent Bytes

Nats Statistics I
Uptime : 21d6h49m4d4ds Memory Size : 12324864
Connection Count : 47 Subscription Count : 288
Message Received Count: 2422662 Message Sent Count : 5675824
Message Received Bytes : 398080313 Message Sent Bytes: 779762755
Slow Consumers: 0
© 2020 RIFT, Inc. Page 15 of 59
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The Nginx statistics now appear on the HOME dashboard. The statistics include the:

e Active: Active connections.

e Read: Nginx reads request headers

e Write: Nginx reads request bodies, processes requests, or writes responses to a
client.

e Waiting: Keep-alive connections. This number depends on the keepalive-
timeout.

e Total Handled: Total number of handled connections.

e Accepted: All accepted connections.

e Handled: All handled connections.

" 10 0 3 7
ACTIVE READ WRITE WAITING
NGiNX
Connections 22273 425 425
TOTALHANDLED ACCEPTED HANDLED

System CPU, System Memory and System Disk Utility statistics now also appear on the HOME
dashboard. This information is displayed over a period of time by moving your cursor over the
display to adjust the view.

System CPU &

ih  6h 12h all

User
155 —&— System

150
145

140

18:37:00 18:37:30 18:38:00 18:38:30
Apr 23, 2020
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1h  6h 12h all
156.8

. M
o
S 1566
Q@
@
&
> 156.5
>
£
£
5 156.4
=
156.3
18:32 18:34 18:36 18:38 18:40 18:42 18:44 18:46
Apr 23, 2020
System Disk Utilization &

12h 1d 1w all
100

80

% 40
Aprlza::];om 16:30 17:00 17:30 18:00 18:30
SERVICES Tab
VIEWPORT Tab Changes

The SERVICES - VIEWPORT screen now shows the progress of LCM operations and the

status appears next to the service name. The NSD or VNFD logo now appears on the left-
hand side of the screen.
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SAMPLE  @uning | 10sswen o° i W

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY

CONFIGURATION

Sample , | NSData | Configuration Virtual Links
i MONITORING PARAMETERS

C) pong_vnfd

default_Sample__ping_vnfd__1 (584503a4-c5df-4696-8152-d0b1d0a82367)
ping-request-tx-count ping-response-rx-count

&) 4354799 4354098
default_Sample__pong_vnfd__2 (1fd4cac2-4276-4f3a-a40f-a040746d8bc7) <

ping-request-rx-count

ping-response-tx-count packet-rate

4354098 4354098 5

EPA-PARAMS

guest-epa
CPU-PINNING-POLICY ANY :2vms

The SERVICES viewer screen also shows the most recent operational-event. The event

and description appear in the header under the service name.
SAMPLE G running  #hiim |

| [111]  nerlogretry-started: retry of update_nzr started for network service:sample2 |

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION

The heal state also appears on the Services = Viewport screen.
SAMPLE2 erming 1h:13m | ]

| 11117 beginvnf-heal: healing vdus in vnfs{b3b000b1-91dc-4eTe-bdel-3e2e10e30236" {5cbc0Ta0-8636-11ea-9550-02420a40d501": 'restart’}} for nsr id: c¢Sbde293-166f-4d2b-Beef-1aTeefdbedde, ns name: sample2
VIEWPORT DATACENTERS MAMNAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION
. Sample2 | | NSData Configuration  Virtual Links
1 c> I
! ' MONITORING PARAMETERS
ping_vnfd f
prenid (c7c09443-26b1-4bc4-89d4-508fd3b4
NFR - faile

ping-request-tx-count o

Q pong_vnfd 11| 821 8:

defanlt Samnle? nnnn vnfd 2 (hRhNNNh1-Q1der-4a7

If a VNF heal attempt fails, it is now possible to recover using a scale out instance.

© 2020 RIFT, Inc.
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SAMPLE  scsnen failedtemp LastOperation: instantiatensr-faied = Ml

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION

! | NSData Configuration Scaling Groups  Service Primitive  Virtual Links
| f
i | MONITORING PARAMETERS

e P default_SAMPLE__ping_vnfd__1 (4edbf93f-2176-43c5-bfea-48870c00ce4f)
" ping-request-tx-count ping-response-rx-count
& " 672 672
default_SAMPLE___pong_vnfd__2 (e43f25b4-5094-4b7a-8355-39be586b2089)
ping-request-rx-count ping-response-tx-count packet-rate
672 672 5
EPA-PARAMS
guest-epa

CPU-PINNING-POLICY ANY :2vms

While adding a VNF to a Running Network Service, there is a new VNFD picker
component to handle a large VNFD catalog. See the Add or Remove a VNF to a Running

Network Service for more details on this process.
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Service Update

. . ¥ {instantiate-vnf: Object}
select-update scripts Connections  initial-service-pri.. terminate-¢ ¥ instantiate-vnf: Object
O ! P O- member-vnf-index-ref: 3
— - wnfd-id-ref: “f592ecd6-T7cl-11e3-ale2-02420248ce02"

L]
select-update

Update ion Choice
[insen‘vnf v ]

Select service update operation

VNFD
ping_vnfd-1.0 ~ ]

ping_vnfd-1.0

pong_vnfd-1.0

VNFD to insert
Map Existing Resources
FALSE

Service elements will be mapped to existing resources.

Next s>

UPDATE CLOSE

Scaling script output now appears on the Viewport screen. You can click an icon to open
a new screen and display the results. The pre and post scale out config output is part of
the scaling group instance.
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CONFIDENTIAL AND PROPRIETARY April 2020



RIFT.ware™ version 8.1.0.0.113704 Release Notes

Post Scale Out :

Logs: 2020-02-13 05:42:05,541 INFO (ping_scale@30659:main.py:109) - Input data: {'cnfrs_i
(lid": 'b907bbb5-bdb0-455¢-bd32-3e77cTe88d86', name”: 'nsscale406'), 'parameter’ {}, rpc_ip {comment’: 'Applying post_scale_out config for instance ScalingGroupinstance(ping_group #0)’,
‘lem_event’: 'scale’, 'name’: ‘ping scale’, 'nsr_id_ref ‘b307bbb5-bdb0-455c-bd32-3e77c7e88d8E', ‘project_name': 'default’, 'scaling_group_name’: 'ping_group', 'scaling_instance_id" 0, 'scaling_trigger’:
"post_scale_out’, 'scaling_vnfr': [{id": '7Te38d286-d5c8-4f2c-9264-bac7493eb2ab’)], 'user_defined_script” 'ping_scale.py’}, 'scale_instance’: 'ScalingGrouplnstance(ping_group #0)', 'trigger":
‘post_scale_out’, 'vnfrs_in_group': [{connection_point’: [{'connection_point_id": ‘320dca2d-e5e5-4007-b649-37b0bfa5929F, 'ip_address": [{| port_ip_address’: "10.5.0.155, puhllc .68.100.157},
‘name’: 'ping_vnfd/cp0’, {'connection_poin '3b93dbd7-516f-44e9-bee2-8bdafbadebef, ip_address”: [(port_ip_address”. ame”: ping_vnfd/cp17],
‘connection_points”. [{'connection_point_id" '320dca2d-e5e5-4007-b649-37b0bfa5929f, 'ip_address": [{port_ip_address’: "10.5.0.155', i ng_vnfd/cp0’},
{'connection_point_id": '3b93dbd7-516f-44e9-bcc2-8bd4fbadebef, ‘ip_address” [{port_ip_address” '31.31.31.11), {port_ip_address": '31.31.31.3"], 'name". 'ping_vnfd/cp1'}], 'dashboard_url":
"hitp://10.68.100.157:18888/api/v1/ping/stats’, 'datacenter”: ‘accl’, 'id": '7e38d286-d5¢c8-4f2¢-9264-bac7493eb2ab’, 'member_vnf_index_ref" 1, 'mgm\_interiace': (‘ip_address‘: I('ip_address‘:
"10.68.100.157}), ‘port’: 18888}, 'mgmt_ip_address": ['10.68.100.157], mgmt_purt 18888, 'name’: 'default. nsscals&ﬂﬁ_ping oup_0_ping_vnfd_1", 'rw_mgmt_ip' [10.68.100.1571, 'rw_mgmt_port"
18888, "vdur”: [{'external_ connecuonjmnt [{ip_address' [{port_ip_address”. "10.5.0.155', 'public_ip" '10.68.100.1577}], 'name’: ‘ping_ vnfdfcpn’) ({lip_address": [(port_ip_address" '31.31.31.117%,
{port_ip_address". '31.31.31.3}], 'name": 'ping_vnfd/cp17}], 'id": '608b5778-4e23-11ea-bd00-02420a40db01’,'management_ip": '10.68.100.157', 'name’:

‘default nsscale4(l&_pmg_group 0__ping_vnfd__1_ievdu_0', 'unique_short_name": ‘nsscale406- CRBRDEUSS- iovdu0', 'vdu_id_ref" iovdu_0', 'vm, managemenup'z‘10.5.0‘155'. 'vm_mgmt_\p:
"10.5.0.155', 'vm name fault__nsscale406__ping_group__0__ping_vnfd__1_iovdu_07], 'vdur_data". [{'external_connection_point’: [(ip_address” [{port_ip_address" '10.5.0.155', 'public_ip":
"10.68.100.157" ame’: ‘ping_ vnfd/‘ch') {ip_address" [(port_ip_address" '31.31.31.11'}, {port_ip_address": '31.31.31.3}], 'name": ‘ping_vnfd/cp17}], id" ‘608b5778-4e23-11ea-bd00-02420a40db01’,
‘management_ip": '10.68.100.157", 'name". 'default__nsscale406__ping_group__0__ping_vnfd__1_iovdu_0', 'unique_short_name". ‘nsscale406-CRBRD6US-iovdu0', 'vdu_id_ref" ‘iovdu_0',
‘vm_management_ip" '10.5.0.155', ‘'vm_mgmt_ip" '10.5.0.155', 'vm_name": 'default__nsscale406_ping_group__| ﬂ_plng vnfd__1__iovdu_00]}], 'vnfrs_others": [{connection_p [{'connection_point_id":
'687a2c41-76f0-4cco-87c8-763f51028211", "ip_address’”: [{port_ip_ address‘ '10.5.0.120, ‘public_ip": '10.68.100.1047], 'name". ‘pong_vnfd/cp0'), {'connection_point_id". '24da3283-f2f7-4db0-a49a-
04f6eb85d61a’, |pjddress [{port_ip_address" '31.31.31 6’}] name'’: ‘pong_vnfd/cp17], ‘connection_points’: [(connection_point_id': '687a2c41-76f0-4cc9-87c8-763151028211', 'ip_address”
[(‘port_lp.address '10.5.0.120', ‘public_ip": '10.68.100.104%], 'name": ‘pong_vnfd/cp0’}, {'connection_point_id" ‘24da3283-f2{7-4db0-a49a-04f6eb85d61 ', 'ip_address”. [{port_i |p_address '31.31.31.67],
‘name': ‘pong_vnfd/cp17y], ‘dashboard_url": 'http://10.68.100.104:18889/api/v1/pong/stats’, 'datacenter” 'accl’, 'id": 'd0325f76-2807-4207-ab6d-db5740616783", 'member_vnf_index_ref" 2,
‘mgmt_interface”: ip_address" [(ip_address’: '10.68.100.1047], 'port’: 18889}, 'mgmt_ip_address’: '10.68.100. 'I[) . ‘mgmt_port: 18889, 'name’: ‘default_nsscale406__pong_vnfd__2", 'rw_mgmt_ip":
"10.68.100.104", 'rw_mgmt_port”: 18889, 'vdur’ [{external_ i 10.68.100.104%)], 'name’: 'pong_vnfd/cp0'}, {ip_address":
[{port_ip_address" '31.31.31.6}], 'name": ‘pong_vnfd/cp1’) ! 10.68.100.104', 'name’: 'default__nsscale406__pong_vnfd_2__iovdu_0',
‘unique_short_name" 'nsscale406-FmsJb2Lhp-iovdu0', 'vdu_id_ref" ‘iovdu_0', vm_managemem "10.5.0.120', 'vm_name": 'default__nsscale406__pong_vnfd__2__iovdu, D}]
‘vdur_data': [(external_connection_point’: [{ip_address”. [('Dorl_lpjddress "10.5.0.120', ‘public_ip": "10. 58100104’}] name’: 'pong_vnfd/cp0’), {ip_address" [('DDrl_lp address": '31.31.31.6}], 'name":
‘pong_vnfd/cp17}], 'id" "1a3e7426-4e23-11ea-bd00-02420a40db01', ‘management_ip': "10.68.100.104', 'name": 'default__nsscale406__pong_vnfd__2__iovdu_0', ‘unique_short_name": 'nsscale406-
FmsJb2Lhp-iovdu0', 'vdu_id_ref" "iovdu_0, 'vm_management_ip": '10.5.0.120', 'vm_mgmt_ip": '10.5.0.120",'vm_name’: 'default__nsscale406__pong_vnfd__2__iovdu_0]}]} 2020-02-13 05:42:08,129 INFO
(ping_scale@30659:ping_scale.py.93) - Connect failure, retry after delay 2020-02-13 05:42:31,169 INFO (ping_scale@30659:ping_scale.py.93) - Connect failure, retry after delay 2020-02-13
05:42:54,204 INFO (ping_scale@30659:ping_scale.py:93) - Connect failure, retry after delay 2020-02-13 05:43:15,244 INFO (ping_scale@30659:ping_scale.py:93) - Connect failure, retry after delay
2020-02-13 05:43:35,284 INFO (ping_scale@30659:ping_scale.py.:83) - Set server on service successfully 2020-02-13 05:43:35,304 INFO (ping_scale@30659:ping_scale.py:144) - Set ping rate
successfully 2020-02-13 05:43:35,327 INFO (ping_scale@30659:ping_scale.py:184) - Enabled service successfully

group” {}, ‘enfrs_others": {}, 'config" {}, ‘config_agent”: {name": '‘RiftCA’, 'type': 'riftca’}, 'instance_id" 0, 'nsr":

In the Viewport - Scaling Groups section, there is now an option to add scale-out
params when you click Create Scaling Group Instance.

Service Scale Out

¥ {scaling-group-name-ref: “ping_group", instance-id: 1, auto-
start rollback: “"DISABLED", deplayment-profile: Object}
scaling-group-name-ref: “ping_group"
instance-id: 1
auto-rollback: "DISABLED"
deployment-profile: Object

start

* Instance Id
i

Auto Rollback
DISABLED

Next>>

SCALE OUT CLOSE

There is now an option to modify a running service by adding or removing a VL. While
adding a VL, it is possible to edit the VL with specific customizations.

1. On the Launchpad menu, click SERVICES > FULL LIST to open the list of NS
instances.

SERVICES ~

FULL LIST
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2. Click £ next to the NS that you want to see in more detail. The VIEWPORT
screen opens.

SERV|CES Created-0 Running-2 Terminated-0 Failed-0

m

L4 ID NAME NSD STATUS INSTANTIATED UP TIME

[2 '= 8ed4156d-0670-.. Sample ping_pong_nsd Running - config.. 34 minutes ago 34m:44s

3. Click # to open the Service Update widget and provide the select-update details:

SERVICE: SAMPLE  uemime - 100m:57m "Q;. -

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY. CONFIGURATION

EIIIIﬂ'. NS Data | Configuration  Virtual Links
x ’
NSR

MONITORING PARAMETERS

. pong_vnfd

- default__Sample__ping_vnfd__1 (8b4d1827...)
. ping_vnfd ping-request-tx-count ping-response-rx-count
18513542 18513507
default_Sample__pong_vnfd__2 (478fa65e...)
ping-request-rx-count ping-respanse-tx-count packet-rate
18513507 18513507 5
guest-epa

CPU-PINNING-POLICY ANY : 2 vms

4. In the Update Operation Choice drop-down, either choose add-vl or remove-vl.

Service Update

select-update “

Update Operation Choice

[ cleg v
instantiate-vnf

remaove-vnf

add-vl
remaove-vl

UPDATE CLOSE

Insert a VL into a Running Service

This specific workflow is determined by the selected VNFD and NSD associated with the
running service.

1. Provide the select-update details to insert a VL into a Running Service:
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e Update Operation Choice: Choose add-vl to add a virtual link into a running
service.

e Name: Name of the Virtual link.

2. Click Next >> to provide the following details in the VLD step to identify the
virtual links that you want to add to the service:

Service Update

¥ {add-vl: Object}
select-update VLD ¥ add-vl: Object
id: "Sample"
name: "Sample"
description: “Sample link"

VLD type: "ELAN"

Description
|sample link

Type
ELAN

Root Bandwidth
Leaf Bandwidth

Mgmt Network
TRUE

<<Previous Next>>

UPDATE CLOSE

e Description: Description of the VLD.

e Type: Type of VLD.

¢ Root Bandwidth: This is the aggregate bandwidth for an ELAN link.

e Leaf Bandwidth: This is the bandwidth of branches for an ELAN link.

e Mgmt Network: This field indicates if the network is a VIM management
network (True or False).

e [IPv4 Nat Pool Name: IPv4 Nat pool name

e NSD VLD Init Params: The field determines the type of initialization
parameters for VLD instantiation. The options include: vim-network, vim-
network-profile or provider-network.

e vim-network: If you choose vim-network, then you must add the name of
the network in the VIM account. This is used to indicate pre-provisioned
network name in a cloud account.

e vim-network-profile: If you choose vim-network-profile, then you must add
the IP Profile to use for VL instantiation.

e provider-network: If you choose provider-network, provide the appropriate
details.

e Physical Network: Name of the physical network on which the provider
network is built.
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Note: The requested details can change depending on what physical network
you choose in this step.

3. Click Next >> to provide details in the Connections step. The fields listed in the
Connections section are the VLDs in the NSD. If you add connections, then the
connections points are linked to a VL.

Service Update

¥ {add-vl: Object}

select-update VLD connections ¥ add-vl: Object
id: "Sample™
_f'__a\"_ p

name: "Sample"
description: "Sample"

connections vim-network-name: "“Sample"
1 ¥ vnfd-connectlon-point-ref: Array(2)
- . vi@: Object
VNFD Connection Point wnfd-id-ref: "4d44dfaz-5d55-11ea-a43c-02420ad0cda3”
ping_vnfd - ping_vnfd/cp0 membe r-vnf-index-ref: "“1" )
vnfd-connection-point-ref: "ping_wvnfd/cpd"
¥ 1: Object
vnfd=-id-ref: "4845c688-5d55-11ea-a43c-02420ad0cda3”
member-vnf-index-ref: "2"
VNFD Connection Point 2 vnfd-connection-point-ref: "pong_vnfd/cp@”
[pong_\rnfd-pong_\rnfdfcpo X v
VNFD Connection Paint 3
Select...
<<Previous

UF&ATE CLOSE

4. Click UPDATE and the insert progress bar appears.
Remove a VL from a Running Service

1. Provide the select-update details to remove a VL from a Running Service:

e Update Operation Choice: Choose remove-vl to remove a virtual link from a
running service.

e VL: Choose the virtual link to remove from a running service.
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Service Update

¥ {remove-vl: Object}

SE|eCt-Update ¥ remove-vl: Object
id: "mgmt_wld"
Update Operation Choice -

remove-vl

VL
default

UPDATE CLOSE

2. Click UPDATE.

Other VIEWPORT Tab Changes
e If your service is in the failed-temp — configured or heal-in-progress —
configured status, then the Ul will not go back to progress view. It will stay on
the Viewport screen.
e The Take Action button, the op-status of the service and the last operation
status appears in the header.
e If an NSis not in the running state, then the scaling group (vnfr) status appears.

New HISTORY Tab

There is a new HISTORY tab in the SERVICES section (Services = History) to show the
nsr operational-events. Scroll down to the bottom of the screen to see the 10 most
recent operational events.
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SAMPLE emnnmg 2h:3m '\ ' .
VIEWPORT ~ DATACENTERS ~ MANAGEMENT INTERFACES ~ HISTORY ~ TOPOLOGY  CONFIGURATION

(1) begin-vnf-instantiation
Instantiating 2 VNFS for NS

2 hours ago

] end-external-vl-instantiation

Finished instantiating 2 external VLs for NS

2 hours ago

() begin-external-vl-instantiation
Instantiating 2 external VLs for NSR id: eDb4d55c-46ae-4802-bce8-2c67b3edcf50, NS Name: Sample

2 hours ago

After performing a heal action, the Ul now shows the status as Success or Failure in the
HISTORY tab. See the Notifications and Event Viewer sections for more details about a
specific event.

SAMPLE ©umming 1o M

1]+ beginwnf-heal: healing vdus in vnfs( 1fddcac2-4276-4f3a-a401-a040746d8bcT" {88321 3e 7dde-11earbT 2 ' restart), ‘84503 df- 152-d0b1d0a82367: {184dff9a-Tdoc-11eab7565-02420a40d50
id: e0b4d55c-46ae-4802-beeB-2¢67b3edcf50, ns name: sample

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION

(1] begin-vnf-heal

Healing VDUs in VNFS{'1fd4cac2-4276-4f3a-a40f-a040746d8bce7": {883213e-7d9¢-11ea-b755-02420240d501" 'restart’}, '584503a4-c5df-4696-8152-d0b1d0a82367" (f84dff9a-7d9c-11ea-
b755-02420a40d501": restart'}} for NSR id: eDbad55¢-46ae-4802-bee8-2c67b3edcf50, NS Name: Sample

10 seconds ago

(] config-success

NS ceonfiguration complete

1 week ago

(1] ns-running
NS Sample in running state

1 week ago

& vnfinstantiated

New DEPLOYMENT Section
There is a new Deployment section in the Viewport screen. This tab is only for CNFR
deployed services. This tab displays a summary of a specific deployed service. It shows
the state of the service, deployments, pods, container and release info.

e Release Info: This section displays the release information of the CNFR.

e Services: This section displays the Service, Sub chart, Status and Record.

e Deployments: This section displays the Name, Namespace, Status and Record.

e Pods: This section displays the Name, Namespace, Status and Record.

e Containers: This section displays the ID, Name, Image, Status and Record.
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Release Info section
SAMPLE @uniing saen # W W

VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION

VNF Data  Configuration | Deployment

M Sample

e . Release Info
i pong_cnfd |
i @ | HELM release : d-n-p-zntkcogo-0-1 (] =
) Helm Release is Active
@ ping_cnfd
<
SAMPLE @ruming nan  #° W W
VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION
Sample VNF Data  Configuration | Deployment
M < ReleaseInfo
| @ pong_enfd ! Services
i S ‘: Service Subchart Status Record
@ ping_cnfd pongchart - ] =
<
SAMPLE @uming . # W W
VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY. CONFIGURATION
n
Sample VNF Data  Configuration = Deployment
K € pongchart
_______________ |
! pong_cnfd i Deployments
i_ e _‘: Name Namespace Status Record
@ ping_cnfd d-n-pzntkcogo-0-1-pongcehart default <@ =
<
SAMPLE @nunting e #° WH W
VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION
Sample VNF Data  Configuration = Deployment
X < d-n-p-jzntkcogo-0-1-pongchart
| & pong_cnfd | Fods
i_ s : Name Namespace Status Record
@ ping_cnfd dn-p-izntkcogo-0-1-pongchart-657d67f595-x98r default o =
<
Containers section
SAMPLE @umiing = ¢ 0 W
VIEWPORT DATACENTERS MANAGEMENT INTERFACES HISTORY TOPOLOGY CONFIGURATION
ns123 VNF Data  Configuration | Deployment
K < dnpjzntkcogo-0-1-pongehart-657d67f595-jx98r
f pong_cnfd ! Containers
:_ ______________ _: D Name Image Status  Record
& ping_cnfd docker//aff. 09b6cddat c461b601401 beb2 dn-pzntkcogo0--pongchart | artifactory:iftio.com/docker/rw. pong:2002 © =
<
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CATALOG Tab
There is a now an option in the CATALOG tab to modify and copy a CNFD package. See

Version Control of Descriptor Packages.
CNFD CATALOG N e

P M selecteditem =

NAME VERSION VENDOR LOGO
@ [Z[=] ping_cnfd 1.0 RIFT &
£ A Export §j Delete & Create NSD 10 RIFT &

Showing 2 of 2 entries

The CATALOG > ASSETS tab has a new design.

DESCRIFIOR  ASSETS

WLORE BROWSE o pimilve destay

aaaaaaaaaa

There is a new radio button to support exporting a package to ETSI SOL 001 for NSD. See
Import and Export support for ETSI GS NFV-SOL 001 and SOL 007 NSD and NS Packages
for details about exporting a package to ETSI SOL 001 for NSD.
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EXPORT PACKAGE

EXPORT PING_PONG_NSD

INCLUDE REVISION LOG
NO © YES

© LOCAL DISK

USE GRAMMAR
Extended OSM R3 | | ETSI SOLO01 &

INCLUDE IMAGES
NO © YES

EXPORT CANCEL

CONNECTORS Tab

There is now a link to the K8s Dashboard on the CONNECTORS—> CaaS page for a
created CaaS account.
CONNECTORS: DASHBOARD

ACCOUNT TYPE CAAS ACCOUNT ACCOUNTS BM3

. d
Name Status BM3 o hhe
@ Kubernetes Dashboard | Metrics Server
Resource Orchestrator 0- 0 0-

Connection Status
CaaS To Oe 0o

3 = SUCCESS REFRESH STATUS
Config Agent 0- 0 0-
SDN 0« 0 0«
Account Details

Remote Launchpad 0- 0 0«

TILLERIP *
VNFM 0= 0 0 10.64.4.22
Package Manager 0- 0 0= TILLER PORT *

31496

KUBE CONFIG *
apiVersion: v1
clusters:
- cluster:
certificate-authority-data: LS0tLS1CRUdJTiBDRYJUSUZJQOFURSOtLS0tCk1JSUNSRENDQWJDZOF3SU.JBZ(
server. https://10.64.4.22:6443
name: cluster.local
contexts:
- context:
cluster. cluster.local
user. kubernetes-admin
name: kubernetes-admin@cluster.local

DATACENTERS Tab

QUOTA Tab Changes
The DATACENTER tab now displays the show quotas graphic.
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ACCOUNT QUOTA RESOURCE AUDIT

50% Instances 5 of 10 used 25%\ Cores (vCPUs) 5 of 20 used
5% RAM (MB) 2560 of 51200 used
AUDIT Tab Changes

There is now an option in the DATACENTER -> AUDIT tab to stop an audit in progress.

Click .. to stop an audit and then choose Continue to stop. The following message
appears in the Job Tracker: Audit Resource auditing process has been stopped.

DATACENTERS auorr v procREss + H
JOB TRACKER 4 m
Audit NAME TYPE ACCOUNT STATUS DISCOVERY STATUS
Resource auditing process has been
stopped
E Audit X
e A mJbces e e [Z = sample n openstack validating discovering
Showing 1 of 1 entries
Stop Audit

This action will stop the audit process that is is
analyzing service data in Launchpad and across all
datacenters.

CONTINUE CANCEL

There is an option to delete VIM resources that are discovered as part of an Audit that
are not associated to a Launchpad element.

© 2020 RIFT, Inc. Page 30 of 59
CONFIDENTIAL AND PROPRIETARY April 2020



RIFT.ware™ version 8.1.0.0.113704

ACCOUNT QUOTA RESOURCE AUDIT

AUDIT STATUS: completed

AUDIT START TIME: Wed Apr 29 2020 15:35:03 GMT-0400 (Eastern Daylight Time)

AUDIT END TIME: Wed Apr 29 2020 15:37:23 GMT-0400 (Eastern Daylight Time)

SERVICE ELEMENTS MISSING IN CLOUD (5)

Release Notes

EXPAND
NSR-ID VNFR VLR
e0b4d55c-46ae-4802-bce8-2c67b3edcf50 q n
i -minimized- -minimized-
View Events View Service
7808e691-7cf2-4ced-95d6-edba00d5f0f5 . o
3 . -minimized- -minimized-
View Events View Service
49e565b6-54a0-4464-8d7c-e4748e3875a0 " "
: -minimized- -minimized-
View Events View Service
1b5f90cf-3e3f-4e1b-a77a-75d53f182d7¢c L TS
-minimized- -minimized-
View Events View Service
adc892d7-7714-41e4-b1ac-55¢287d0c11c ] s
. -minimized- -minimized-
View Events View Service
RESOURCES MISSING IN LAUNCHPAD (1)
D TYPE-OF-RESOURCE NAME
84084906-1777-4d4e-b49d-a2e70848f330 interface default__DocMarch30_ping_vnfd__1__ping_vnfd/cp1__ens4 o

Warning: While an audit is in progress, do not attempt to add existing resources into a

running NS.
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Life Cycle Management Scaling Enhancements

This feature enhances support for a large number of network services. Network Life
Cycle Management v2 Operations are now queued and processed concurrently to
increase performance.

APl Enhancements

The RIFT.ware orchestration APl has been enhanced to support large number of NSes. In
addition, update network service operation now supports addition and remove of VLs
with a running NS.

e Monitoring parameters are now retrieved using nsr:fetch-mon-params. Moved
the monitoring-param field from nsr:ns-instance-opdata to nsr:fetch-mon-
params.

e NS Instance Configuration details are now retrieved using nsr:get-ns-running-
config.

e |tis now possible to add and remove VLs using update-network-service-v2.
Added add-v1 and remove-v1 fields in the nsr:update-network-service-v2 Data
Model.
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Platform Improvements for Scalability

This release includes improvements to the RIFT.ware orchestrator to meet the workflow
needs of large deployments. The recommended configuration for RIFT.ware Launchpad
is 16 VCPUs, 64 GB RAM and 500 GB disk and a minimum of 8 VCPUs, 32GB RAM and
80GB disk.

In release 8.1.0, the new method for v2 Life Cycle Management (LCM) for a Network
Service (NS) is supported using only the below v2 APIs. Direct update of configuration as
well as synchronous (v1) are no longer supported.

e C(Create a Network Service (NSR) — Use this API to create a network service.
https://<launchpad ip/fqdn>:8008/api/operations/create-network-
service-v2

e Import Instantiation Variables — Use this APl to import instantiation variables.
https://<launchpad ip/fqgdn>:8008/api/import-instantiation-
variables-v2

e Instantiate a Network Service — Use this API to instantiate a network service.
https://<launchpad ip/fqgdn>:8008/api/operations/insantiate-
network-service-v2

e Scale-Out Operation — Use this API to scale-out a service if an operation fails.
https://<launchpad ip>:8008/api/operations/exec-scale-out

e Scale-In Operation — Use this API to scale-in a service if an operation fails.
https://<launchpad ip>:8008/api/operations/exec-scale-in

e Heal Network Service — Use this API to heal a network service.
https://<launchpad ip>:8008/api/operations/heal-network-service-
v2

e Update Network Service — Use this API to update a network service.
https://<launchpad ip/fgdn>:8008/api/operations/update-network-
service-v2

e Terminate a Network Service — Use this API to terminate a network service.
https://<launchpad ip/fqgdn>:8008/api/operations/terminate-
network-service-v2

e Delete a Network Service — Use this APl to delete a network service.
https://<launchpad ip/fqgdn>:8008/api/operations/delete-network-
service-v2
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Retry and Rollback Support Improvements

This feature improves transaction-based support for retry and rollback at the NSR level
for all NS operations. These enhancements include Ul and APl changes. The transaction
now contains all the information needed for a retry operation. This ensures that
information does not need to be retrieved from another artifact and the transaction
also includes historical information.

Note: In release 8.1.0, retry for vl and vnf failures are supported. Configuration retry is
targeted for a future release.

e Ul Enhancements
e Transaction APl Enhancements
= async-transaction Input Fields
* task

e record-history
e Retry and Rollback APIs

o Retry
= |nputtypel
= |nput type 2 - Only for scale-out/scale-in
=  Qutput

o Rollback
= |nputtypel
= |nput type 2 - Only for scale-out/scale-in
= Qutput

Ul Enhancements

If an operation on a network service encounters an error, then the relevant operation
may be retried or rolled back. Some operations can only be retried and cannot be rolled
back. In the scale-out case, scaling-group-name can be used in place of transaction id.

Note: It is recommended to use the grouping scaling-group-instance-ref in the case of
scaling operations.

Refer to the Create and Instantiate a Network Service section for more information on
how to retry and rollback in the Ul.

1. On the Launchpad menu, click SERVICES and select the appropriate network
service from the catalog and click the Take Action icon.

s % B =

The Take Action screen appears.

2. Select the appropriate Icm operation.
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3. Choose aretry or rollback attempt.

Take Action

LCM

instantiate-vnf 5
ACTION

retry

EXECUTE CANCEL

Note: The option to choose an LCM operation is only available when there are
multiple instantiation failures.

4. Click EXECUTE.

Transaction APl Enhancements

Enhanced the async-transaction-command in the nsr.yang model for retry and rollback
operations. This release introduces new APIs to help with the management of NS
transactions. A new get-ns-lcm-transactions API can fetch all transactions for a particular
NSR. Each transaction record will have a transaction-status. If an operation fails, then a
user can attempt a retry and/or rollback.

Prior to release 8.1.0, the transaction-id was the key for this command. Now, the async-
transaction command uses a combination of the transaction-id and the record-id as the
key identifier for the asynchronous transactions. While using Network Service LCM v2
APIs, a response is generated with transaction-id. An API client can use this information
to attempt a retry or rollback operation

The following fields in the async-transaction command are new or updated in this
release.

async-transaction Input Fields

Name Type Cardinality | Description

Identifier for the asynchronous transaction.
The transaction-id field input replaces both
heal-id (current heal details) and update-id
(current update details). Previously, these
were both IDs of async transactions. Now,
transaction-id there is no need to distinguish the type of
transaction because this is part of the
transaction record.

Note: In release 8.1.0, the heal-id and
update-id fields are removed from the ns op-
data command.
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record-id

Identifier for the record with which this
transaction is associated.

is-retry-allowed

boolean

An indication that this transaction can be
retried. This is a new fields in release
8.1.0.

is-rollback-
allowed

boolean

An indication that this transaction can be
rolled back. This is a new fields in release
8.1.0.

—+
Q
(%]
~

list

List of tasks run in the transaction.

The initial-run, retry, rollback attempts on
a transaction are now incorporated in
this list under transaction.

The first is the initial run and subsequent
entries are for retry and rollback
operations.

input-as-json

string

This is the deployment profile used to
initiate the asynchronous LCM operation.
It can be re-used if the action fails and is
retried.

It can also be used for historical
purposes.

task

The task element updated descriptions for this release. This is the list of tasks that are
run in the transaction.

Name Type Cardinality | Description
The order of the tasks runin a
transaction (initial-run, retries and
sequence-number | int16 1 rollbacks). The initial-run will have 1 and
each retry/rollback will increment the
sequence by one.
The type of task carried out in each
task-type enum 1
sequence
start-time uint32 1 The start time of the attempt.
completed-time uint32 1 The completed time of the attempt.
. . Note: This field was moved from the
record-history list 1 .
transaction level to the task level.
Status of a particular run of the task (init,
running, success or failed). The
task-status enum 1

success/failure states of the last task will
reflect in the overall transaction-status.

record-history
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The record-history element has a new property timestamp.
Name Type Cardinality | Description
timestamp uint32 1 The time of the status update.

As mentioned above in the Transaction APl Enhancements section, the async-
transaction command offers a choice of how an action is identified. You can either use
the scaling group instance or transaction id. If you choose the scale-group instance
option, then you must parse the corresponding scale-group name and instance-id.

Retry and Rollback APIs

If a user is attempting a retry or rollback, then the operator can complete these
operations using scale-group-name and instance-id with the below APIs.

Retry
Input type 1
https://<ip-address>:8008/api/operations/lcm-retry
{
"input": {
"project-name": "default",
"transaction": {
"transaction-id": "83642d83-1bde-45f6-al1l81-1b2b9%ccl7269"

}
}

Input type 2 — Only for scale-out/scale-in

https://<ip-address>:8008/api/operations/Ilcm-retry
{

"input": {
"project-name": "default",
"scale-group-instance-ref": {
"nsr-id-ref": "366aa255-d7aa-4f6c-927b-9bab0167db8b",
"scaling-group-name-ref": "ping group",
"instance-id": 1,
"lcm-action": "scale-out"
}
}
}
Output
{
"output": {
"status": "success",
"error": ""
}
}
Rollback
Input type 1
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https://<ip-address>:8008/api/operations/Icm-rollback
{

"input": {
"project-name": "default",
"transaction": {
"transaction-id": "83642d83-1bde-45f6-al181-1b2b%ccl7269"

}
}
}

Input type 2 — Only for scale-out/scale-in

https://<ip-address>:8008/api/operations/Ilcm-rollback
{

"input": {
"project-name": "default",
"scale-group-instance-ref": {
"nsr-id-ref": "366aa255-d7aa-4f6c-927b-90ab0167db8b",
"scaling-group-name-ref": "ping grop",
"instance-id": 1,
"lcm-action": "scale-out"
}
}
}
Output
{
"output": {
"status": "success",
"error": ""
}
}
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Support for Kubernetes as a VIM

RIFT.ware now includes the ability to use a service orchestration framework for cloud-
native applications. The cloud-native application allows you to rapidly adapt to fast
changing network conditions and utilize built-in microservice based scaling mechanisms
as well as standards-based management and orchestration. Kubernetes is an open
source project hosted by the Cloud Native Computing Foundation (CNCF). This
technology allows a user to carefully examine provided functions, roles and behavior
during normal run time and carefully break them down into a set of subfunctions or
microservices that can be individually and automatically managed.

See Kubernetes Documentation for additional information.

e RIFT.ware support for Container Orchestration (CNFD)
e Ul Changes
o CaaS Connector Account
o CNED Descriptors
e API Changes
e Model Changes
o CNFD Model
o CNFR Model
o MANO Enhancements

RIFT.ware support for Container Orchestration (CNFD)

RIFT.ware uses a network service to instantiates a shared 5G slice subnet and the
constituent 5G NFs. RIFT network services can be associated with slice meta-data and
connect the new dedicated slice subnet to the shared slice subnet.

After instantiation, cloud-native NFs self-monitor to ensure that customer SLA’s are
being met. Degradation of a specific KPI will trigger the NF to automatically scale to
meet demands. Once the demand has been addressed, then NF will return the added
resource to the saved data center capacity.

If the network demand is too high and exceeds the capability of a single NF, then
RIFT.ware orchestration is triggered to instantiate another NF on a different set of
resources in the same or different data center. This new NF is automatically configured
and inserted into the pre-existing subnet slice in a seamless manner.

Ul Enhancements

The Datacenter section in the Ul displays the Kubernetes cluster where a set of CNFs are
instantiated. The service instantiation must be launched on the specific Kubernetes
cluster that you created in the Connectors tab.
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Caa$S Connector Account

There is a new Caa$ connector in the Ul for containers.

Sign-in to the Launchpad Dashboard menu and click CONNECTORS.

Under ACCOUNT TYPE, choose CaaS and click CREATE ACCOUNT.

Add the unique CaaS Account Name* name for the existing CaaS account you are
linking to.

Under SELECT ACCOUNT TYPE, click Kubernetes.

Provide the following information (fields with * are required):

1.
2.
3.

TILLER IP*: Tiller service IP address in the Kubernetes environment

TILLER PORT*: Tiller port in the Kubernetes environment

KUBE CONFIG*: Kubernetes configuration file in YAML format. This
configuration file must be provided by the operator.

Sample KUBE CONFIG

apiVersion: v1 clusters: - cluster: certificate-authority-data:
LSOtLS1ICRUAJTIBDRVJUSUZJIQOFURSOtLSO0tCk1JSUNSRENDQWJIDZ0
F3SUJBZOICQURBTkJna3Foa2lHOXcwQKFRcOZBREFWTVINdOVRWUR
WUVFERXdwcmRXSmwKY201bGRHVNnpNQjRYRFRJAOIESXhNREUyYT
VRRAO5Wb1hEVE13TURJAO56RTINVFF3TIZvd0OZURVRNQKVHQTFVR
QpBeELLYTNWaVpYSnVaWFJsY3pDQOFTSXdEUVIKS29aSWh2Y05BU
UVCQIFBRGANRVYBBRENDQVFvQ2dnRUJBT3IXCjNyOHIZVm1RLO01Ua
043UEJ3Y3FBMmMVFQjF6T2UveVpuSExaSjlsVWhtdmN3YWtrOHNmY05
NelhqgQVpZOGVsMGcKWUIRVThBRXRubHhEbTduOGZIQIRBTmMVthGs
YbEPITW1IHQVIGVGxrNkxsWIdjZ0tQcS9sMWNweFNQaDkzc1VscApXNn
BtTXgvQIMOaTFYOE1XV2NQY2h1cOMwSVEOMIpOYk9kMko4cDRsRk9
QZnZpd1JIZG50UjkzZGY 1eXVJIQjcwCnRhekdzYTRSOUg5djdRSzQ0Y 2h
vaFRUck4vQVg4WXIrWEtVRS81dFFPNK9OSKk1TUMF3IMWIIWERWK?21
5SXgrS0IKaEJzdk5uZ2d TL2UwbXd5Ny9ETzNVCcFNKZIIBTGRKY zRucml
TemtiIM2kvU1hNVyY9jTVdmV2VXNW1ZbFIhnMGRsTQp6QzJvKzZEWCTRIQ
21PUy91ZEZzQOF3RUFBYU1gTUNFdORNWURWUjBQQVFILOJBUURB
ZOtrTUE4ROEXVWRFdAOVCCi93UUZNQU1CQWY4dORRWUpLblpJaHZ]
TkFRRUXCUUFEZ2dFQKFERVBVcOtweWRIOHNjbOhyWjdLdi9SRmMVnQ
mwKZVIONVprYkw2cDJsV2dWaUdCbUsxYmEycnhFbko3S1pxQU1kUE4
ybjJ2Y1QLdTBSRTRYSTNjUGNObEISYVIr'WQpPbVhYdTMzRTczY zIW
VXdKcHZDTXQONzVPSVISRHRObXFpSVYzZzkvMUEzR2crMIZFdENZd
Vp5VHFrNGtOalNpCnJLcGIYWEYzcmEL1cVEXWINUVEZCh2VrbXdmeG
NVWGtXVMVzQJNTRjFOZMIFNGICbGVsTU4rdFAwekVuY mxydkEKZX
AON3IPZWZkSnpNQnB4L2s30GZiINHIVZGxXbkt TWXdJIERTVWpxNF
VXTEITmImaHI3MXVhVXdJb0ZsL2YyZQplaOIGM2FaR3p3YThqVTV2T
FNMUTNIcytiUFIXSFJINTB4bGg5MjFWSEINQUphaEpZNmVwWK1FOTEX
ISTOKLSOtLS1IFTkQgQOVSVEIGSUNBVEULLSOtLQo= server:
https://10.66.4.35:6443 name: cluster.local contexts: - context: cluster:
cluster.local user: kubernetes-admin name: kubernetes-admin@cluster.local
current-context: kubernetes-admin@cluster.local kind: Config preferences: {}
users: - name: kubernetes-admin user: client-certificate-data:
LSOtLS1ICRUAJTIBDRVJUSUZJQOFURSOtLSO0tCk1JSUM4akNDQWRXZ0
F3SUJBZ0IISUk2dE01THKS5Y XN3RFFZSktvWklodmNOQVFFTEJRQXdG
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VEVUTUJFROEXVUUKQXhNS2EzVmIaWEp1WIhSbGN6QWVGdzB5TU
RBeU1UQXhOakUwTURWYUZ3MHINVEF5TURreESqRTBNRFphTURR
eApGekFWQmdOVkJIBh1REbk41YzNSbGIJUCHRZWE4wWIhKek1Sa3dGd
1IEVIFRREV4QnJkVOpsY201bGRHVNpMVO0ZrCmJIXbHVNSUICSWpBTk
Jna3Fo0a2lHOXcwQkFRRUZBQU9DQVE4QU1JSUIDZO0tDQVFFQXICRUC
2Vk8wOWd6ZnVBL1UKeWpYUXU4aE5sRTAFLOcyK2F5TXgOWmtpYUJ
0U3NIRKVgWVMrUO0IjZkFqaG1FbWVRTIFUYmISemFDcmNXWTFTWgp
kWndkZGRtcWpSTnJpSzdmY [duWXJIQRIZPRmc4aWIBN3ZzOWZEKzRL
UGNyMINBUKRJUE9tN3NXxSDBYUi90aGJ3ClU1T0xaVmx1bnNaamRtZ3Z
JdkxobGRWeUdIQjZObE54UWIONTB2VTEyaUlvWi9UdURGRUS4UIA3Y
nVUakF1VUYKMKRGYzhVbUZRRWIWZzh4cVI6N2E4bWhtQzFZZ2JEa2
JoMmRjcnBIMzhTRk90bUS5yRFQVbMVYNNFST2Z5VjdkQQp1NVZGdVk3
OVZuQW5vQTVrQXdwZjdnWGNJVXhEbHhhal Y IMXNZMWUzT3dgWU
MvOU5kQzkINWZ0QS9zL2JSZG1XCjd4cEIXdOIEQVFBQmMI5Y 3dKVEFP
QmdOVKkhROEJBZjhFQkFNQOJhQXdFd1IEVIIwWbEIBA3dDZ11JS3dZQkJIR
VUgKQXdJdORRWUpLb1pJaHZjTKFRRUXCUUFEZ2dFQkFGWngvRW!tu
Mm1kZERNM2xtR1BDLOtvcGp3UWN5RGRSKO0JrQQpaZzU9wamFWNkdz
VUVPUEVJcjZsU3d6U0JGK29BKy9TTOd5SFIGMGIyR3EzM1J5d1JCUDd
LNTZqd3pEdFhPQzRkCnQwZUtBM2IDSWA4VT2FMSithNERNRGZ1REXD
QTZsNUIOMzFSOWFITkIQVi9LUmpY SGNLc2dXSjdoNXQ3YzdrUkgKS
EpRaytaWFIINTZIcXYyU09WQOI3NUFMV1VsOFIEcCHAXWnFvOG9IZH
VLcnkxRmgvNIJOWjM2alhFSGg1V1hoeQpod3VFaFZ1c1d5d2dTR25mM;j
dmSVIKTm90c2IMdFIHQ1ecwWDdLMk5scOtlY 111d1JuLzI0OVWU3Q1d3Zk
prNjR2CKFMWVpPbkFXcVIsSRU52¢c2Q4WjRrbE1IXUWptUXdJaHRQQTVC
UVFrY1E4TnIRQS8WTWVaTTOKLSOtLS1FTkQgQOVSVEIGSUNBVEULL
SOtLQo= client-key-data:
LSOtLS1CRUAJTIBSUOEgUFJIVKFURSBLRVktLSOtLQpNSUIFb3dJQKFB
SONBUUVBeUJFRzZWTzA5Z3pmdUEvVXIqWFF10GhObEU3RS9HMith
eU14NFpraWFCaFNzZUZFCmpZUytTSWNmMQWpobUVtZVFOUVRIYjl6
YUNyY1dZMVNaZFp3ZGRkbXFqUk5yaUs3ZmJIXbllyUEZWT0ZnOGIpQ
TcKdnM5ZKQrNEtQY 3lyUOFSRGNQT203c3FIMFhSL3RoYndVNUIMWI
ZsdW5zWmpkbWd2Y 3ZMaGxkVnIHSEI2TmxOeApRYjQ1IMHZVMTIpT
W9aL1R1REZFSzhSUDdidVRgQXVVRJJIERMM4VW1GUUVpVmcdeHFZ
ejdhOG1obUMxWWIdiRGtiCmgyZGNycEgzOFNGT2htTnJEVC9uZVg2cV]
PZnIWN2RBdATVWRNVZNzIWbkFub0E1a0F3cGY3Z1hjSVV4ARGx4YWoK
VjUxclkxZTNPd2pZQy85TmRDOTU1ZnRBL3MVY 1JkbVc3eHBJCcXdJREF
RQUJBDOICQUQzbk50SS9Pa0ORmMbnVGZQoxS0owb0U5Y UhOY0V3RO0t5d
WphQVAXRGtod2JhYjh2bVBjWGtDdFI2S3BNnUFIXWHVNV3BHUKhISIN
GVUVIWUX5CmpFRWR1dWZhSDdGakR1VE41d2Y5dGpOY3dOZWNSY
ThmWmgwV0IQM1cwNGhuSW1rS0dLdjhWK3IPOGhOWERXVVMKMSs
ya08zOXIlbzNhSOXCY2NFSUs4TTNocTFudjIxN2VkN1p2aEFkc1lIBS1FNe
UzZyU27zSWZUMOIiUzcrN200Vwo0WjF6d3diLzJmWjQ2WDJCQIINbmRXx
UFpFeEIhT001YkdvdWI3d1pyZWIYUINCSIkIUVNLTGI4cINiIRW9pOUdV
CjhLbzZmd3BMZVM1K2VCMTRKam5BS3MxbG1PdW1UUVo0xZ05RSXd
qT3Ir'VGMyMnN1dWzDUGIMQmpsRNE3RHJIHY nkKSi9WRmMtRRUNnW
UVBKzA5Mk9udlY5TDIloUjduallhNHpZRk1wMzUOS1MzWjBLcGsvQVJIV
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NHVCa3hZWUNUb3JGdgpGNHkyRjI2TXRQTzIPU3F1MDdIbHh4SGF1N
UFhUONHVGIkdIJIeFFsa2ZTQW9CUFNHTFhYZHhwc05ZakNY SWETrCitJ
0G9aaTFiQ054SXhtY2dYdXNNempOUEpP6d2RjQ294UHB4dIVMTS90T08
0UGZpeU1GYTgOV3INDZ1IFQXk4ekUKYi90aisvZjV2ZEFPTJEZTESORT
hFbXpscFJIMO5EaVpLNnFKdmM56 TzFGeWVXZUIRSDI1bHAdKSFRFZnV1
UjdtdAp1QUpKeTlyZXRqMWIESIdocUJ5MIIXQXpsdHRMcVV3S2Z4M3F
WSIZCeXZ3M25zTWIQTEZWZTZPZ04zZWZY amp4CnA5eFNod1hZRXJ
obDZmMkFsZmlveDVnUnVQemowRjIUZjluM3hjRUNNWUFTY zhjdWpD
RXRrMC9GUUhUZG16alIMKZmMNpNVRwWVmME3UNVpZFJZWE1rT300TVd
yYnhGb0JMY 3ZkM2wzUnZxMTNwK3FMdVFmMVDRDd21UTUNTcFpqYl
hPegp6NXdWK1dpNHIzY1crzDJYU3VMRE1BRjUVTXIvbG93MOcrdIBKT
TBXWFhaS2V3LzVhRERNZzdaUUhSM2FLbDdWCKNnOXIVWGIlybnpIT
Ct4SzZVZVFVZVFLOMAFR2IGbmsvVnlua2VJZUtvNmx0Q1c1ZkhBdUxD
b0IZd1JZT1IREWGWKMONwWK28xVjglbnBuOVcxdEhY cGevQ3JFZFNJZ1
NEUUVISO090ORUJUOHRzRDZ4MjhPb0IxalZObjirZTFaMGQrUwpVTThnc
W1tbXhlcmF1dkNnNDdqSHYyYZGRUuUE9KUHpvaUdHbm5sZWIloZmIEWF
JUdOhNcm1XbmM2SGt3NmVSSIBICkxJK0JBb0dCQVBCL05gaGVIK1RE
WVFLbmxpb1J1dmIIQWNLTS9id1d5Y3NHQ3J2NnI2N2p6Y2phNnZ5REJk
dFYKMOc0cGtpUFdDdGNxUm9xZ0tlY3FON1FoWkdaS1hrSjJldy9zYWVC
NzFuYzBFQnJodOkwb1NSOXdvVEphVXhkNgpzajR4MVdvVUpLVDIVTIJ
ONzREaXY4aEhtaGNCOFVKV3dGMU1RdHNINUIKRIEZSGNKY 3p5CiOt
LSOtRUSEIFITQSBQUKIWQVRFIEtFWSOtLS0tCg==

e CNF INSTANCE TIMEOUT (DEFAULT 300 SECONDS): Maximum time allocated
for resource instantiation in the Caa$S account. Default is 300.

6. Carefully check your entries and click SAVE.
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ACCOUNT

* required

NAME *

Sample

SELECT ACCOUNT TYPE

o

Kubernetes Mock

Account Details

TILLER IP *
10.66.4.35

TILLER PORT *
31218

KUBE CONFIG *

clusters:
- cluster:
CNF INSTANCE TIMEOUT (DEFAULT 300 SECONDS)

300|

Note: In order to instantiate a sample NS using Kubernetes as a VIM, it is necessary
to upload CNFD descriptors. See CNFD Descriptors section.

CNFD Descriptors
Note: You must add NSD and VNFD descriptors on the Catalog > NSD List page.

1. Click Catalog > CNFD LIST.

2. The CNFD CATALOG page opens
CNFD CATALOG

»
.

b m

NAME VER VENDOR LOGO
No rows found

Showing 0 of 0 entries

On this screen, you can filter for CNFDs by NAME, VERSION or VENDOR. If you
want to open multiple or specific CNFDs, then click the white checkbox button to
the right of the arrow.

3. Click ® to import the CNFD descriptors.
An IMPORT DESCRIPTOR screen appears. An operator can type a FILE URL or
browser to the CNFD descriptor files.

4. Click IMPORT.
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API Changes

The following APls are new or updated in this release.
e Get CNFD Catalog Items
e Add a New CaaS Account
e Query the CaaS Account Validation Status
e Refresh the CaaS Account
e Delete a CaaS Account
e Transaction Status

Model Changes
The nsd now has the ability to reference constituent-cnfds. The VLD section can now
attach to cnfd-connection-points as well.

e CNFD Model

e CNFR Model

e MANO Enhancements

CNFD Model
cnfd data

e cnfd:cnfd-catalog
o cnfd:cnfd
= cnfd:config-data
= cnfd:chart-info
e cnfd:helm
o cnfd:interface
= cnfd:microservice
e cnfd:interface
= cnfd:connection-point
= cnfd:mgmt-interface
= cnfd:input-variable
= cnfd:http-endpoint
e cnfd:headers
= cnfd:monitoring-param
e cnfd:query-params
cnfd:json-query-params
cnfd:numeric-constraints
cnfd:text-constraints

CNFR Model
rw-project data

e cnfr:cnfr-catalog
¢ cnfrienfr
o cnfr:enfd

© 2020 RIFT, Inc. Page 44 of 59
CONFIDENTIAL AND PROPRIETARY April 2020



RIFT.ware™ version 8.1.0.0.113704 Release Notes

¢ cnfr:config-data
e cnfr:chart-info
o cnfr:helm
= cnfriinterface
e cnfr:microservice
o cnfriinterface
e cnfr:connection-point
e cnfrimgmt-interface
e cnfriinput-variable
e cnfr:http-endpoint
o cnfr:headers
e cnfrimonitoring-param
o cnfr:query-params
o cnfr:json-query-params
o cnfr:numeric-constraints
o cnfr:text-constraints
o cnfrimgmt-interface
¢ cnfr:ip-address
o cnfr:connection-point
¢ cnfriip-address
cnfr:caas-master-ip
o cnfr:release-info
e cnfr:service-info
o cnfr:deployments
= cnfr:labels-for-pods
» cnfr:pods
o cnfr:interfaces
» cnfr:ip-addresses
e cnfr:containers
» cnfr:state
e cnfr:pod-events
o cnfr:statefulsets
» cnfr:labels-for-pods
= cnfr:pods
o cnfr:interfaces
» cnfr:ip-addresses
e cnfr:containers
= cnfr:state
¢ cnfr:pod-events
o cnfr:other-objects
o cnfr:http-endpoint
e cnfr:headers
o cnfr:monitoring-param
e cnfr:query-params
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e cnfr:json-query-params
e cnfr:numeric-constraints
¢ cnfr:text-constraints

o cnfr:operational-events

MANO Enhancements

e The pre-existing provider-network grouping in the mano-types.yang (being used
in VNFD, VNFR, VLD, NSD, VLR) have new elements in this release.

e The pre-existing ip-profile-info grouping in the mano-types.yang (being used in
NSR, VLR) has a new "end-address" leaf.

e NSR (Operational Data): The model has been enhanced to accommodate a list of
constituent-cnfr-refs. The vnf-init operational state for the NSR has been
changed to nf-init.
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Fixed Issues in RIFT.ware 8.1.0

Support

Tickets Title Description

RIFT-23681  VIM Account connection A VIM account was created successfully but
status shows failure which ~ then an error message appeared showing
was a success before. ‘Failure connection status’. Refreshing the

account did not fix the issue.
This issue it closed. It is not observed in
release 8.1.0.

RIFT-24509  Duplicate registrations Most RPC registrations are done under
created for RPCs for rw- project. This caused RPCs to be registered
image-mgmt.yang, rw- multiple times whenever an operator added
config-agent.yang, rw- projects.
cloud.yang This issue is resolved.

RIFT-24990 Launchpad is crashing with  Launchpad had 3 projects with brownfield
an error- application discovered instances on all the projects.
communication failure. Launchpad stopped running when the user

was checking the status of the network
service.

This issue it closed. It is not observed in
release 8.1.0.

RIFT-25384  Kafka account in error state A user configured a new Kafka account in

failover after an upgrade. Launchpad. After a failover occurred, the
Kafka account failed on the new Launchpad.
This issue it closed. It is not observed in
release 8.1.0.

RIFT-25619 NS is marked terminated This issue it closed. It is not observed in
successfully even when VM release 8.1.0.
is still in deletion phase in
VIM

RIFT-26478  Audit button should be The audit button was enabled even if no
disabled when no datacenter was configured.
datacenter is configured. This issue is resolved.

RIFT-26494  Server Error 500 while A user created two SDN accounts with valid

deleting datacenter
associated with SDN
account.

© 2020 RIFT, Inc.
CONFIDENTIAL AND PROPRIETARY

credentials and then navigated to the
datacenters page. The operator tried to
create one by selecting OpenStack 2>
corresponding SDN account. After selecting
the datacenter page, the user tried to delete
the failed datacenter account and an error
message appeared.
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Description

RIFT-26571  Placement groups: Ul needs
to provide a way override

discovered details.

RIFT-25679  Exceptions in console

during switching of project

RIFT-26071
RIFT-28432

MANO should not log event
TAGGING FAILED for every
resource

No Name for the instances
in the AWS

RIFT-26229

RIFT-26779  Logs for vnf initial config
scripts not appearing under

vnfr-catalog

RIFT-26823  Warning logs are not shown
in Ul or terminal without

critinfo

© 2020 RIFT, Inc.
CONFIDENTIAL AND PROPRIETARY

This issue is resolved.

The placement group configuration of the
Instantiation form depends on information
that the discovery process uncovers. This
discovery process checks the selected
datacenters. In addition, the credentials
provided in the datacenter account
configuration must have admin privileges in
order for the information about these
placement options to be gathered.

If this information was not discovered, then
the vnf deployment placement feature could
not be used.

This issue is resolved.

Exceptions appeared while a user was
switching from one project to another.

This issue it closed. It is not observed in
release 8.1.0.

Logs were printed for every resource.

This issue is resolved.

The name of the instance was missing in the
AWS web console.

This issue is resolved.

An operator created a service. Then the user
added a new ping VNF in the running service
using the update option. The NS came up
with the new VNF. Next, the operator went
to the VNF and clicked on the configuration
tab > 'Ping_initial_config.py' script present
in Day 1 - initial config primitive.’

The script did not run for the original VNF
present in the service.

The output did not appear correctly in the
ul.

This issue is resolved.

Warning logs were not shown in Ul or
terminal without critinfo.

This issue it closed. It is not observed in
release 8.1.0.
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RIFT-27254  Incorrect error message for  An operator used an incorrect value yaml
failed CNF instantiation file for the instantiation of a CNF NS. This

resulted in the PODs failing to deploy with
an error from K8S.

Launchpad incorrectly showed the
instantiation failure as a ‘timeout’ error.
This issue is resolved.

RIFT-27270 NS termination workflow An operator launched ping pong in K8S and
does not wait for all pods to then terminated the NS. The NS termination
be deleted workflow did not wait for all K8S pods to be

deleted and completed before verifying all
pods are deleted.
This issue is resolved.

RIFT-27680  Sol002 Heal operation An operator attempted a Sol002 heal

status was not completed
even after the LP completes
the Heal

© 2020 RIFT, Inc.
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operation process for 3 instantiated
Network Services. The heal status
completed in Launchpad but the status for
some of the VDUs was ‘in process’.

This issue is resolved.
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Tickets

RIFT-13715 Confd Confd can abort This could result ina This issue mostly
configuration configuration change  data mismatch occurs when a user
transaction abort  transactions due to its between that is makes successive
results in own internal reasons. there in the config changes without
inconsistent state.  RIFT.ware cannot configuration any idle time in

undo the changes (on  database and what  between the

an ABORT form Confd) is known to the modifications.

because it is already RIFT.ware backend.  Any test or automation

internally committed. script using RIFT REST
APls to complete
configuration changes
must have a delay
between two
successive config
change operations.

RIFT-19249 RBAC API to RBAC API to Update An older REST API Use the Launchpad Ul
Update user’s user’s project/MANO  cannot be used to to change a user’s
project/ MANO roles has changed. change the User’s Project/MANO role, or
roles has changed. This information Project/MANO roles use the New API.

needs to be updated and might break
in the User existing scripts.
Documentation.

RIFT-21978 Password is A password is A password is N/A
displayed in plain  displayed in plain text  displayed in plain
text in event logs.  in the events log. text in the events

log.

RIFT-21923 TC_CONCURRENT  When multiple The config data in When using an APl to
_NS_TERMINATE:  descriptor the ConfD might be  delete multiple
PackageDeleteErro (NSD/VNFD) packages missing for a brief package entries, do not
r are deleted period for a few send multiple DELETE

© 2020 RIFT, Inc.
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concurrently using an
API, the config data in
the ConfD might be
missing for a brief
period for a few
packages.

packages.

requests concurrently.
Wait for a request to
complete before firing
another request.

Page 50 of 59
April 2020



RIFT.ware™ version 8.1.0.0.113704

Support

Tickets Ui

Description

Impact

Release Notes

Workaround

RIFT-23621 Introduce a new
field in VNFM
account page for
RIFT.ware<--
>VNFM handshake

URL.

Rel-6.2:
Terminating one
service with the
same name on any

RIFT-23760

© 2020 RIFT, Inc.

This is a request to
add a new field in the
VNFM accounts page
that the Operator so
the operator can
populate the URL for
handshaking. If the
URL field is empty,
handshake is not
required.

This issue occurs
because all services
on all Launchpads
have the same

CONFIDENTIAL AND PROPRIETARY

RIFT.ware uses a
GET call to
/vnf_instances to
validate VNFM
Account.

If a SVNFM account
does not support
GET on
/vnf_instances, then
the VNFM Account
validation may Fail.
The Ul shows the
account status as
failed. If the SVNFM
account supports
notification, then
RIFT.ware sends a
subscription request
next as

part of the
validation. This is
successfully and the
VNFM account
status is successful.
Therefore, a SYNFM
account which
doesn’t support GET
call on
/vnf_instances, then
the VNFM Account
status will appear to
fail. This will not
block any further
operations such as
instantiation and
termination.

If a user terminates
any of the services
on either of the
network-services,

N/A

Use a unique NSR
name if an organization
is using multiple
Launchpads.
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Launchpad UniquelD which is the  this will make any Ensure that an
interrupts existing  InstancelD on ES2. other services OpenStack tenant is
services on all When a user orphan. controlled by a single
Launchpads. terminates a service, Launchpad.
then terminates Note: There are no
Instance on ES2 which plans to change this
causes issues for all behavior.
existing services
because they have the
same UniquelD.
RIFT-24343 Cpu stays high for  In some instances In this scenario, the  N/A
rwmain tasklet when many packages  CPU usage is high
due to msgbroker. are uploaded or because the lib
instantiations are dispatch library
done, the main starts subscribing
rwmain process starts  for more threads to
using 100% CPU. the DTS router
gueue and each
thread keeps polling
out of the event
loop.
RIFT-24706 Adopted network- A user instantiated N/A If user is going to
service fails after and NS with a vim- configure the vim-
HA failover. network-name network-name in VLDs
provided for both the using input variable
mgmt-network and xpaths, then the ip-
ping-pong-vld. During profile-ref value in the
instantiation, NS failed NSD should not be set.
at the VL-init stage.
RIFT-24872 Updating ipv4 to A user modified the This issue only Delete the existing

ipv6 fails in the
case of FIXED IP
ADDRESS and vice
versa.

© 2020 RIFT, Inc.
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'FIXED IP ADDRESS'
field and then added
an IPv4 address in the
descriptor details
pane for a VDU. Next
the user updated the
configuration to IPV6
and clicked the
'Update’ button.

occurs when there
are two IP addresses
in interface
configurations (IPv4
or IPv6) and the user
tries to change one
address to one with
a different version.

address and add one
new address with
different a version.
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RIFT-24992 Running AWS NS
fails after failover

to a new LP.

RIFT-25495 Openld stats
publisher
overwrites old

data on restart

RIFT-25610 REL_7.1.1.0: AWS -
NS stuck
indefinitely in
VNF-INIT phase
when using a
scaling-group and
constituent VNF's
start-by-default =

False.

© 2020 RIFT, Inc.

An error message
appeared on the Ul.
A user created an NS
on Launchpad 1. The
service is in the
running state for tiny
descriptors with an
AWS VM account. The
user set up an HA
pairing with another
Launchpad of a
different version.
Failover occurred to
Launchpad 2; the NS
was that running in
the Launchpad 1
failed in instantiate in
Launchpad 2.

After restating
Launchpad, the stats
corresponding to
XPath rw-openidc-
provider:openidc-
provider-state/rw-
openidc-
provider:statistics are
overwritten.

A user tried to
instantiate a simple
NS with one VNF, a
single VDU (for an
Ubuntu VM), and a
single VLD. The NSD
had a scaling group
and the constituent
VNFD's start-by-
default value is False.
When the NS is
instantiated, it is stuck

CONFIDENTIAL AND PROPRIETARY

N/A

After restarting
Launchpad, the
openidc stats are
reset rather than
aggregated.

No VNF is started by
default. Since the
min-instance-count
for scaling group is
1, the VNF is
supposed to be
scaled out once NS
instantiates.

Terminate the NS and
re-instantiate in the
second LP.

N/A

N/A
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forever in the VNF-

INIT phase.

There are no errors

seen in the Event Logs

or in rift.log.

RIFT-25902 Discovery gets A user created anew  Misleading status of N/A
triggered even on  VIM account to VIM account on Ul.
failed account due OpenStack. If the
to non-reachable network is down and
network status. the cloud setup is not

reachable, then when
a user attempts
discovery it fails but
the process is still
triggered.

RIFT-26498 Creation of In the NS instantiation A useris not ableto N/A
custom "User" in page, Launchpad add users to VMS
the VDUs via provides the optionto from the Launchpad
RIFT.ware isn't create new users in instantiation screen.
working. the VDUs. This

functionality isn’t
working correctly.

RIFT-26409 AWS alarm was RIFT supports AWS After the instance A user must depend on
failed to create alarms (SNS failure from the the monitoring params
after one of the notifications). These AWS console, the NS to check the state of
instance (running) alarms help in should fail in VMs.
failure in AWS monitoring the state Launchpad. This

of the VM (VDU). issue is not

Upon failure of the occurring correctly.
instance in the AWS,

an SNS notification

appears.

RIFT-26498 Creation of In the NS instantiation It is possible to add N/A
custom "User" in page, Launchpad users to VMs from
the VDUs via provides the option to the Launchpad
RIFT.ware isn't create new users in instantiation screen.
working. the VDUs. This is not

working correctly.

RIFT-26567 Placement groups: An operator loaded Duplicate traps are N/A

transaction failure  ping pong scaling generated.
© 2020 RIFT, Inc. Page 54 of 59
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Tickets
prints 5 traps descriptors and then
riftLPUserSessionE  deleted placement
nd groups from the NSD

an VNFDs. Next, the
user created and
instantiated the NS.
An error message and
5 traps appear.

RIFT-26409 AWS alarm was RIFT supports AWS After the instance A user must depend on
failed to create alarms (SNS failure from the the monitoring params
after one of the notifications). These AWS console, the NS to check the state of
instance (running) alarms help in should fail in VMs.
failure in AWS monitoring the state Launchpad. This

of the VM (VDU). issue is not

Upon failure of the occurring correctly.
instance in the AWS,

an SNS notification

appears.

RIFT-27186 Service RIFT.ware was not Instantiation failsin  View the cluster event
instantiation fails ~ capturing the real this scenario. logs in Launchpad.
with incorrect reason why pods
timeout error failed. Pods only retry

in the case of failure,
so it was not possible
to say that pod
creation wasin a
Failure state.
RIFT-27241 Instantiating ping-  If a user choses the If a user chooses the If a user configures the

pong fails after
ping VNF
descriptor is
modified and it is
impossible to tell
why

© 2020 RIFT, Inc.
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management
interface type in a
VNFD as VDU or
Connection Point and
the corresponding
VDU/CP is not
selected in the next
input, then no error
appears until the user
attempts to
instantiate. The
configuration fails in

mgmt-interface type
but noID is
selected, then
RIFT.ware considers
both the type and
the ID as empty.

NS properly, then an
issue will not occur.
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RIFT-27451 Instantiation
variables not
correctly applied

to VNFD

RIFT-27452 Datacenter
instantiation
variable not

correctly applied

RIFT-28142 Create service
progress did not

complete but

service is created.

Cannot
instantiate.

© 2020 RIFT, Inc.

the instantiation
attempt.

An operator had an
NSD with an
instantiation variable
associated with input-
parameter-xpath
entries that point to
input-variables entries
created on the ping
vnfd.

After instantiating the
NS, the variables are
not applied to the
targets. If the
operator changes the
usage of the
instantiation
variables, then the
results are different
and unpredictable.
An operator had an
NSD with an
instantiation variable
used to set the
datacenter
(xpath/datacenter).
After instantiating the
NS, the variable is not
applied. The following
message appears:
"operational-status-
details": "Datacenter
None not present"

An operator
attempted to
instantiate a Network
Service and the screen
froze. However, the
Services tab on the Ul

CONFIDENTIAL AND PROPRIETARY

N/A

N/A

This issue occurs

when a Datacenter
account is created

before project
creation is
complete.

N/A

N/A

Create another project
and wait for 30
seconds before
creating a Datacenter
account.
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Tickets
lists the service as It might happen
Created. when using APls, but
it is not likely using
the Ul.
RIFT-28449 Dependency issue If an operator has tens An error message Delete all cloud
in cloud accounts, or hundreds of appears if you do accounts prior to
config, operdata accounts/datacenters  not delete all the deleting the project.
configured under a cloud accounts prior
single project which to deleting the
are not being used by  project
any NS, theniitis
necessary to delete all
the cloud accounts
prior to deleting that
one project.
RIFT-28519 Config agent An operator went to RIFT is the only RIFT is the only config
account broken the connector plugin config agent thatis  agent that is working
in the Ul and created  working correctly. correctly. Therefore,
a config agent account Other VNFDs and configuration scripts
with random NSDs need to use need to comply with
credentials. After 5to  RIFT as the RIFT.
10 minutes, the configuration agent.
account did not have
a connection status or
a message. Also, the
field ‘secret’ from the
Ul is not present in
the APl response
when a user queries
config-agent. Lastly,
the oper-state is
missing.
RIFT-28683 LCM worker When lots of LCM This will make the Restart the affected

communication
error with flavor
16/64/500

© 2020 RIFT, Inc.

transactions are
performed
concurrently on a high
load, there is a chance
that the Python
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affected LCM
workers
unresponsive and no
further LCM actions
can be scheduled on
those workers.

LCM worker after
stopping the API/LCM
transaction load. Wait
for the LCM worker to
recover.
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threads will get
blocked.
This is a libc (version
2.27) pthread library
issue in the condition
variable
implementation.
For more details, see
https://sourceware.or
g/bugzilla/show bug.c
gi?id=25847.

RIFT-28834 Overwrite existing  An operator It is not possible to If a package is not in
package optionis  onboarded a package overwrite an use, then it can be
not available in the Ul. An operator  existing package in deleted from the

might want to the UI. catalog and then
onboard the same onboarded again. To
package again and onboard an updated
overwrite the existing version of a package,
package. The option ensure that it has a
to overwrite the new unique id.
existing package is Note: When using
missing from the Ul. Launchpad to copy a
package, the new
package is
automatically given a
new ID. The package
with the new ID can be
onboarded and it will
co-exist with the
current package.
RIFT-28883 NS Instantiation While performing an In release 8.1.0.0, Use input-parameter-

failed on using
instantiation-
variable.

© 2020 RIFT, Inc.

audit discovery using
instantiation
variables, the NS
adoption is failing and
the following error
message appears:
Instantiating vnfr
failed: VM Orig1-
NxdnTWHwZ-iovduO
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instantiation-
variable-support is
not working

properly while trying

to provide input
variables in an
attached csv file.

xpath to modify data
during NS instantiation.
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is not found for
discovery.
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